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Artificial Intelligence

« Atrtificial intelligence is when a machine can
learn from data and generalize from there

— Not to be confused with general artificial
intelligence!

* There are several areas within Al:
— Computer Vision

— Natural Language Processing
— Speech Recognition
— Machine Learning
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What Do We Mean by NLP?

« NLP is an acronym for Natural Language
Processing

« Also known as computational linguistics or
language technology

« We use computational methods to study
language
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What Can We Do with NLP?

For example hatespeech detection,

Text classification sentiment analysis, etc.

Automatic translation Think of Google Translate and DeeplL

Think of chatbots like Chat-GPT, text

Natural language generation summarisation, etc.

Natural language understanding,

|
Many more! apps like Grammarly, etc.
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How Do We Do This?

» Symbolic approaches

— We design a set of rules and representations to model  §
how language works A\

 Traditional machine learning

— We extract some features and use mathematical
models to learn and adapt to them

* Deep learning

— We feed insane amounts of data to a neural network
so that it learns its own rules and representations
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What are “Fake News”?

 The term “fake news” is not well
defined!

* It has been used as:
— A general term for disinformation
— Aterm for intentionally false news

— A way to disqualify journalistic
outlets



Misinformation — False information that is
spread, regardless of intent.

Disinformation — False information spread with
the intent to deceive or to manipulate.
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Some Relevant Terms

Rumours Clickbait Propaganda

Biased
News

Satirical Fake/False
NEWS NEWS
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The Problem with Intent

* Most of these definitions hinge on intent

* However, intent is hard (if not impossible) to
establish

» This complicates gathering data in a reliable
and consistent manner
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Ok, but where do | get my data from?

« Expert annotators

— Fact-checking organizations for article-level
annotations

— Watchdog organizations for source-level
annotations

« Crowdsourcing
— Asking non-experts to annotate data
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Ethical Concerns
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* Where do we draw the line between policing
and censorship?

« Who is telling us what is true and what is false?

« Can we really detect falsehood just through
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How Do We Use Al to Stop Disinformation?

To identify (intentionally) misleading content

* Fake and/or biased news detection
¢ Detection of doctored images / deepfakes

aml  TO help fact-checkers

e Through automatic fact-checking
e Flagging articles/posts/trends where fake news or other kinds of disinformation might appear

meel  TO study how disinformation evolves over time

¢ Analysing how a specific piece of disinformation changes over time
* Tracking the spread of fake news and rumors, both in social media and through different sites
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Three Different Approaches

Compare the information in a

Kn owledge-based text against a knowledge base

Check for cues of deception in

Content-based the style of the text

Analyse the context in which

Context-based the article exists (e.g. social

media interactions)
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Knowledge-Based Approaches

« Automated fact-checking

— Given a claim, verify its veracity
with a knowledge base

— ldentifying previously fact-
checked claims

* Possible issues
— Can be too slow

— Might not work with breaking news
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Content- and Context-Based Approaches

 Are usually focused around machine learning
methods

 Use a combination of content- and context-
based features

e Can focus on one or more of data, features,
and/or models
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Deepfakes

Entire Face Synthesis Attribute Manipulation

Real

Fake

Identity Swap

Real
Real

Target

From “Deepfakes and beyond: A Survey of face manipulation and fake detection” by Tolosana et al. (2020) [Link]
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https://arxiv.org/abs/2001.00179

Detecting Manipulated Images

Authentic image Tampered image Noise map Ground-truth Detection result

From “Learning Rich Features for Image Manipulation Detection” by Zhou et al. (2018) [Link]
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Content-Based Features

» Textual representations
— TF-IDF

— Word embeddings

« Linguistic features
— Distribution of POS, punctuation, etc.

— Syntactic trees

» Psycholinguistic features
— Sentiment and emotion analysis

— Detecting morality and principles,
among others
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Context-Based Features

and where was it published?
— Who are the ad partners of the publishing website?

‘ « Can also be related to social network
engagement
— Who was the original poster?

\ » Can be related to the publication of the article
. r———’ — Who wrote and who published the article? When

— How was the article shared/liked/interacted with?
— Who interacted with the post?
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